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What does Al do?



But how?
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What is an algorithm?



Activity: Draw a cat



Optimization?



Potential stakeholders and values?
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What does Al do?

mimics human behavior
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What about
Machine Learning?
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Machine Learning types



task-driven vs. data-driven



supervised vs. unsupervised
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supervised ML

a way to extract and

structure features known scale

features of data

Dataset = Algorithm = number

Dataset = Algorithm =  class
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Classic ML algorithm: Decision Tree

stepwise selection of classifying feature(s)



Activity: Make a decision tree



Pastina Tortellini Ravioli

Rigatoni

Activity: Make a decision tree

Penne

{ pasta challenge
Farfalle m_,

Spaghetti Elbows Macroni Gemelli Shell




Different? What is the best?



Stable? Optimize?



Classic ML algorithm: Random Forest

simplitied: choose classes and max-vote



Random Forest and regression task?



Linear Regression and regression task?
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the two cultures

Data Modeling: econometrics
assumptions on Data

(data come from a generating process) v

Dataset = Algorithm = number

ass&mpt—ieﬂs—eHData[
Algorithmic Modeling: ML



the two cultures

Data Modeling: econometrics
assumptions on Data

(data come from a generating process) v

Dataset |= Model = number

ass&mpt—ieﬂs—eHData[
Algorithmic Modeling: ML



machine learning ~ "lazy” econometrics ?

in the context of linear regression



machine learning is about specitic procedure

to learn the model to fit the data



machine learning is about specific procedure
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machine learning is about specific procedure

to learn the model to fit the data

l

@Weer:\?@ new Algorithm?
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features of data

Dataset

=  Model

Model

parameters

supervised ML

the way to extract and
structure features

[ train the model

Algorithm

(hew)

hyperparameters

=

known scale

Prediction
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minimize the value




one algorithm inside another algorithm



Loss: sample illustration

Miles
per gallon
(Label)

2 2.5 3 3.5 4 4.5 5

Pounds in 1000s
(Feature)

Tl Loss lines \Model

https://developers.google.com/machine-learning/crash-course/linear-regression/loss



https://developers.google.com/machine-learning/crash-course/linear-regression/loss

Loss: sample illustration
(interactive example)

Weight -0.138 Bias 16.500
Fuel Efficiency -3 ol -0.12 3 10 o)) 16.5 23
25 — L1 Loss: 33.10
L, Loss: 7116
20 —
?_1 ° 7? T TT = e MSE: 3.56

15 oo ¢ I lll RMSE: 1.89

https://developers.google.com/machine-learning/crash-course/linear-regression/parameters-
exercise



https://developers.google.com/machine-learning/crash-course/linear-regression/parameters-exercise

How to automate?
What new Algorithm?



Gradient Descent: sample
(interactive example)

Weight -1.07 Bias
Fuel Efficiency
-4 el -1.04 4 ) o=l
25+ L1 Loss:
L, Loss:

20

RABIKE

llustration

16.5

16.500

24

68.59
297.60
14.88

3.86

Gradient Descent Learning Rate 1.00e™

< Step > < Reset > 1.00e8 c—) 1.0e-4 1

https://developers.google.com/machine-learning/crash-course/linear-regression/gradient-

descent-exercise



https://developers.google.com/machine-learning/crash-course/linear-regression/gradient-descent-exercise
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What about
Machine Learning?

specific procedure and algorithms
to match input with output



What about
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What about
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Deep
Neural Networks




What is a Neural Network?



Neural Network =~ "the laziest” algorithm in ML?



features of data

the way to extract and
structure features

Dataset

Neural
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known scale

Prediction




linear regression as Neural Network?

an example



Neural Network as linear regression

Linear regression

@ Wi o Fx)=w'x+b

Input Layer € R® Output Layer e R

F(X)=W1‘XI+W2°.X2+1'b

https://joshuagoings.com/2020/05/05/neural-network/



https://joshuagoings.com/2020/05/05/neural-network/

Neural Network as logistic regression

Logistic regression (generalized linear model)
; F(x) = o(wlx + b)
(0)
O —@®
L)
(h) 1
O =
l1+eh
Input Layer € R® Hidden Layer € R’ Output Layer € R’

https://joshuagoings.com/2020/05/05/neural-network/



https://joshuagoings.com/2020/05/05/neural-network/

Neural Network with one hidden layer

Input Output

https://www.tomasbeuzen.com/deep-learning-with-pytorch/chapters/chapter3 pytorch-
neural-networks-ptl.html



https://www.tomasbeuzen.com/deep-learning-with-pytorch/chapters/chapter3_pytorch-neural-networks-pt1.html

Neural Network with one hidden layer

- z
N_E =

=
=
(=

o
=
(—]

’\,.

Output

=
_t__NED

-

[

https://www.tomasbeuzen.com/deep-learning-with-pytorch/chapters/chapter3 pytorch-
neural-networks-ptl.html



https://www.tomasbeuzen.com/deep-learning-with-pytorch/chapters/chapter3_pytorch-neural-networks-pt1.html

Deep Neural Network

Deep neural network (nonlinear regression)

F(x) = w:;Ta(WzTa(WlTx + by) + b,) + by

Input Layer € R® Hidden Layer € R* Hidden Layer € R* Output Layer e R’

lbid



the way to extract and

structure features known scale

features of data

Neural ST
Dataset = .twer | = Prediction
train the model with
backpropagation
Neural :
Network |~ Algorithm |= Loss

Detailed view: https://www.tomasbeuzen.com/deep-learning-with-
pytorch/chapters/chapter4 neural-networks-pt2.html



https://www.tomasbeuzen.com/deep-learning-with-pytorch/chapters/chapter4_neural-networks-pt2.html

Neural Network
(interactive exercises)

https://developers.google.com/machine-learning/crash-
course/neural-networks/interactive-exercises



https://developers.google.com/machine-learning/crash-course/neural-networks/interactive-exercises
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